
DOI 10.15622/sp.59.8 
 

M. SEČUJSKI, S. OSTROGONAC, S. SUZIĆ, D. PEKAR  
LEARNING PROSODIC STRESS FROM DATA IN NEURAL 

NETWORK BASED TEXT-TO-SPEECH SYNTHESIS  
 
Sečujski M., Ostrogonac S., Suzić S., Pekar D. Learning Prosodic Stress from Data in 
Neural Network based Text-to-Speech Synthesis. 

Abstract. Naturalness is one of the most important aspects of synthesized speech, and 
state-of-the-art parametric speech synthesizers require training on large quantities of 
annotated speech data to be able to convey prosodic elements such as pitch accent and 
phrase boundary tone. The most frequently used framework for prosodic annotation of 
speech in American English is Tones and Break Indices – ToBI, which has also been 
adapted for use in a number of other languages. This paper presents certain deficiencies of 
ToBI when applied in synthesis of speech in American English, which are related to the 
absence of tags specifically intended to mark differences in the level of prosodic 
stress (emphasis) related to a particular sentence constituent. The research presented in the 
paper proposes the introduction of a set of tags intended for explicit modeling of the degree 
of prosodic stress. Namely, a certain sentence constituent can be particularly emphasized, 
when it is the intended focus of the utterance, or it can be de-emphasized, as is commonly 
the case with phrases reporting direct speech or with comment clauses. Through several 
listening tests it has been shown that learning such prosodic events from data has distinct 
advantages over approaches attempting to exploit the existing ToBI tags to convey the 
degree of emphasis in synthesized speech. Namely, speech synthesized by a neural network 
trained on data tagged for the level of prosodic stress appears more natural, and the listeners 
are more successful in locating the sentence constituent carrying prosodic stress.  
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1. Introduction. The quality of text-to-speech (TTS) synthesis 

systems is generally rated in terms of the intelligibility and the naturalness 
of the speech they produce. The intelligibility of synthesized speech is a 
well-defined concept, which is also easily evaluated through measures 
such as tests based on semantically unpredictable sentences (SUS) [1]. On 
the other hand, naturalness is a less defined concept, but it has 
nevertheless been widely used as a measure of TTS quality at events such 
as Blizzard challenges [2, 3]. The perceived feeling of naturalness of 
synthetic speech is based on a number of parameters that are difficult to 
identify and enumerate, and consequently, listeners are unable to tell what 
exactly contributes to naturalness [4]. Although there is no general 
consensus as to what naturalness is, a number of parameters related to it 
have been proposed, ranging from the ease of comprehension to the 
internal coherence of the acoustics of the utterance [5]. In many studies 
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the general quality of speech, or its similarity to natural human speech, is 
the only concept of naturalness that is evaluated. Ultimately, a successful 
text-to-speech (TTS) system should be able to convince listeners that they 
are listening to actual human speech.  

Although synthetic speech has reached the level of intelligibility 
needed for wide practical application a long time ago, there are still 
challenging problems that remain to be solved. The current focus of the 
TTS research community is the synthesis of expressive content, which 
includes emotional expressivity, synthesis of different speaking styles, but 
no less importantly, synthesis of prosodic elements that convey linguistic 
meaning. Namely, the prosodic features of a natural-sounding synthesized 
utterance (the fundamental frequency contour — f0, durations of phonetic 
segments, as well as temporal changes in volume) should match the 
features in a possible rendition of the same utterance by an actual human 
speaker, having in mind that there are many possible renditions of a single 
utterance, but that some of them may indicate differences in meaning. 
From the point of view of the listener, the main purposes of prosody in 
synthetic speech is to indicate syntactic boundaries and reveal some of the 
underlying syntactic structure of the utterance, as well as to facilitate the 
recognition of sentence constituents by exploiting the linguistic function 
of intonation and stress through combining different prosodic variables – 
pitch, length, loudness and timbre (quality of sound). The variability of 
these factors in speech appears to be largely ignored by the listeners. 
However, when some of them are missing or are inadequate, this is 
perceived as unnatural, and can even impair the intelligibility of 
synthesized speech, particularly in languages with stress or accent 
minimal pairs (pro-test vs. pro-test in English). 

Nowadays, users of state-of-the-art dialogue systems expect to 
interact along the same principles that they use when interacting with 
other human beings, and consequently, dialogue systems are expected to 
behave and speak like human beings [6]. There have been various 
directions of research into how synthesized speech can be made more 
human-like. For instance, adding non-verbal elements such as laughing, 
breathing and clicking noises has been shown to increase the user’s 
perception of naturalness of synthetic speech [7]. There has also been 
significant research effort aimed at investigating the influence of the 
insertion of filled pauses [8] or other manifestations of hesitation 
disfluency [9]. However, much of the naturalness of synthetic speech is 
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ruled by factors with deeper linguistic roots. Namely, for the user of a 
speech synthesis system to receive information with minimum 
cognitive effort, it is important that the system should be able not only to 
provide basic prosodic cues such as word stress or pitch accent to the 
listener, but to be able to convey elements such as rising intonation that 
turns a statement into a yes/no question, or prosodic stress, i.e. 
placing of emphasis on particular words because of their relative 
importance in the sentence.  

Prosodic stress is often used pragmatically to focus the attention of 
the listener on particular words or the ideas associated with them, thus 
changing or clarifying the meaning of a sentence: 

 John met Iris today. (Iris wasn’t met by someone else today.)  
 John met Iris today. (John didn’t meet someone else today.) 
 John met Iris today. (John and Iris didn’t meet on some other day.) 
Prosodic stress typically manifests itself as an increase in the 

prominence of stressed syllables, in terms of one or more prosodic 
variables previously mentioned. Words associated with prosodic stress 
are usually pronounced with louder and longer stressed syllables, and 
their fundamental frequency (pitch) usually extends over a wider 
range [3]. Stressed vowels in words carrying prosodic stress are typically 
associated with a more prominent pitch or pitch movement, increased 
duration and loudness, and they tend to be more peripheral in quality 
then vowels which are not associated with prosodic stress, which are 
normally more centralized. Furthermore, the stress-related acoustic 
differences between the syllables of a word that is not prosodically 
stressed are generally small compared to the differences between the 
syllables of a word which carries prosodic stress (cf. e.g. Iris and today 
in the examples above). Another use of prosodic stress is related to stress 
patterns that can be typical of a certain language, e.g. in French prosodic 
stress is typically placed on the final syllable of a string of words. This 
research will principally deal with the pragmatic use of prosodic stress, 
which is also referred to as contrastive stress. In natural human speech, 
there are also words and entire phrases that are pronounced in a pitch 
range that is compressed, in order to indicate that they are less relevant or 
that they do not bring any new information to the listener. A speech 
dialogue system that aims at establishing effortless speech 
communication with a human user should be able to provide such 
linguistic cues as well. 
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Parametric speech synthesizers represent the most widely used 
speech synthesis technique today, owing to their capability to learn complex 
mappings from linguistic features to acoustic features from data. They 
usually require large quantities of speech data to learn from, and obtain best 
results if the speech data is properly annotated. The principal task of a 
parametric speech synthesis system is to convert the input text into the 
acoustic features of speech which will be produced by a vocoder. To make 
this task easier, the input text is usually accompanied by annotation at 
various levels, not only regarding the phonemic identity of phonetic 
segments, but also prosodic features, at the level of syllable, word, phrase, 
or the entire utterance. On the other hand, the annotation of speech corpora 
is known to be an extremely time consuming task, requiring a lot of human 
effort, and often requiring the engagement of expert linguists.  

Phonetic annotation represents the marking of phoneme and word 
boundaries and it can be carried out automatically with relatively high 
accuracy, based on the alignment of phonetic transcriptions and speech data 
collected from the voice talent. In order to avoid possible training errors 
introduced by faulty phonetic transcription, manual verification of phone 
and word boundaries is usually performed, possibly aided by a suitable 
graphical user interface. On the other hand, prosodic annotation represents 
the marking of a range of prosodic events at different levels, and is most 
often entirely manual. Prosodic annotation is carried out according to a 
chosen intonational model, which attempts to describe the intonation and 
temporal structure of the sentence. Intonational models can be divided into 
two broad categories, depending on the way they treat the dynamic 
character of the speech signal [1]. Phonetic models of intonation attempt to 
provide an explanation of the intonational features of the speech signal, 
especially the fundamental frequency. However, they are principally based 
on physical features and as such are unable to provide a connection to a 
discrete set of linguistic features that have a great influence on the acoustics 
of the utterance. Phonological models, on the other hand, are directly 
relevant to the listeners and their perception of speech, as they establish the 
relationship between the acoustic features of the signal and a corresponding 
discrete set of linguistically motivated prosodic events. For these reasons 
phonological models are relevant to both automatic speech synthesis and 
recognition. The intonational model most often used for American English 
is the Tone and Break Indices (ToBI), which is based on indexing pitch 
accents, phrase accents as well as boundary tones [11].  
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The remainder of the paper is organized as follows. The next section 
gives a brief overview of the standard ToBI model for American English, 
followed by a discussion on some of its shortcomings related to the synthesis 
of expressive speech. The issue of prosodic stress as well as reproduction of 
utterances containing direct speech and reporting phrases are given particular 
attention. To overcome these shortcomings of ToBI, the study described in 
this paper proposes an extension to the standard set of ToBI tags, which 
consists of the introduction of explicit marking of the degree of emphasis that 
the speaker associates with particular sentence constituents. Section 3 will 
present an experiment involving a listening test performed by 20 listeners, 
which confirms that the use of the ToBI model extended in this way leads to 
an improvement in the naturalness of synthesized speech and allows the 
listener to estimate the relative importance of particular words or phrases 
more accurately. The following section discusses the results of the 
experiment, while the concluding section summarizes the paper and provides 
an overview of the directions of future research.  

2. ToBI intonational model and its shortcomings. Tone and Break 
Indices (ToBI) is a high-level prosodic model that has firstly been 
developed for American English, and was later extended with a number of 
variants for other languages [12]. ToBI represents the intonation of an 
utterance as a linear concatenation of tonal events, and global intonational 
contours are explained as concatenations of local strings of events.  

A ToBI prosodic transcription of a particular utterance describes its tonal 
events and internal phrase structure, and can also provide other information as 
well. The term tonal event includes pitch accents, phrase accents as well as 
boundary tones. Tonal events represent combinations of high and low tones that 
may be associated with stressed syllables. The pitch accent that will be used in a 
certain situation depends largely on the syntax of the utterance, but it can also 
depend on semantics as well as a specific intention of the speaker. 
Consequently, the confidence with which pitch accents can be predicted is 
much lower than e.g. the confidence with which one can predict stressed 
syllables within a word. Since within each pitch accent a stressed syllable can 
be assigned a high or a low tone, pitch accents are divided into two groups – 
high (such as H*) and low (such as L*), and various other combinations such as 
L+H* i L*+H, are also allowed, with asterisk indicating the stressed syllable. 
Since the speaker assigns pitch accents i.e. prosodic prominence only to words 
which he/she considers important in a given situation, it is also possible that a 
stressed syllable does not carry a pitch accent at all.  
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The ToBI model also uses appropriate tags to indicate the internal 
phrase structure of an utterance, although the model is still essentially 
linear. Phrase breaks are indicated with levels from 0 to 4, where e.g. the 
lowest-level break index (0) is defined in terms of connected speech 
processes (occurring at boundaries such as “did you”), 1 indicates the 
typical absence of break at most phrase-medial word boundaries, while 4 
indicates the boundary between two full intonational phrases. Namely, the 
utterance is divided into intonational phrases, delineated by level 4 breaks, 
and within an intonational phrase it is possible to identify intermediate 
phrases, delineated by level 3 breaks. Break index 2 indicates a sense of 
disjuncture at a boundary between two words where there is no acoustic 
evidence of tonal events and thus break indices 3 and 4 are not suitable. 
Each intermediate phrase boundary (break index 3) is assigned a phrase 
accent (L-, !H- and H-, where the exclamation mark denotes a downstep 
related to the previous H), while each intonation phrase (break index 4) is 
assigned a boundary tone (L% and H%). As each intonational phrase 
consists of at least one intermediate phrase, each level 4 boundary 
represents at the same time a level 3 boundary, which means that there are 
6 possible combinations of phrase accents and boundary tones that can 
appear at the end of an intonational phrase (L-L%, H-L%, !H-L%, L-H%, 
H-H% and !H-H%). Phrase accents are also used to indicate the 
beginnings of intermediate phrases (%H and %L). The standard ToBI 
system includes other tags, such as the diacritic ’<‘, which is used in 
combination with a high pitch accent when the syllable that follows the 
stressed syllable is higher than the stressed syllable (delayed peak). Some 
of the tags used by standard ToBI have been ignored in this research for 
being irrelevant (e.g. the tags indicating disfluencies in spontaneous 
speech were not used since the speech corpora used for training contain 
only fluent speech), and optional ToBI tags were not used.  

Local tonal events, i.e. pitch accents, phrase accents and boundary 
tones, are considered as targets along the global intonational contour, and 
standard ToBI assigns local tonal events to specific points in time. 
However, this relationship between ToBI tonal events and particular time 
instants should be considered rather loose, since any identification of 
temporal events in linguistically motivated abstract representations would 
essentially be meaningless. In order to emphasize the symbolic aspect of 
ToBI, as well as to further simplify both ToBI corpus annotation and 
prediction of ToBI tags in synthesis, in this research it was assumed that 
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ToBI tags are assigned to particular phones, or in some cases words, instead 
of being assigned to arbitrary points in time. Similar modifications to the 
standard ToBI framework have already been implemented in speech 
synthesis systems such as Festival [13]. 

The standard ToBI model possesses many advantages which make it 
the model of choice for use within speech technology systems, and it has 
been defined having in mind its possible use within such systems. Namely, 
prosodic events are clearly defined, in a way that can be easily interpreted 
by a computer, the model is easily extensible to other languages and 
linguistic phenomena, and it has been designed so as to minimize the degree 
of disagreement between different ToBI annotators [14]. A speech synthesis 
model such as a neural network, when trained on ToBI annotated speech, is 
able to learn to reproduce the acoustic features of speech from its ToBI 
annotation. However, it should be kept in mind that the conversion of an 
intonation contour into its ToBI representation is many-to-one, which 
means that a number of intonation contours, which can be vastly different 
among themselves in terms of absolute frequencies and temporal behaviour, 
can correspond to the same ToBI transcription. Consequently, even within a 
single speaker, a ToBI transcription cannot be uniquely mapped into a set of 
acoustic features, i.e. a parametric speech synthesizer could construct a 
number of different sets of acoustic features based on a single ToBI trans-
cription. As regards speech synthesis, it is sufficient that a parametric 
speech synthesizer should produce a set of acoustic features which would 
yield speech that sounds acceptable in a particular context.   

From the point of view of expressive speech synthesis, an 
important advantage of using ToBI for symbolic representation of 
prosody is that it is possible to control some of the prosodic features of 
synthesized speech by manipulating its ToBI transcription. For instance, 
by manually changing pitch accents, phrase accents and boundary tones, 
statements can be turned into yes/no questions, and it is also possible to 
direct the attention of the listener to a particular word in the utterance. 
On the other hand, the ToBI model also has a number of disadvantages. 
Firstly, even for a person with relevant linguistic knowledge, ToBI 
annotation is a rather complex process, which has been reported to last 
up to several hundred times more than the duration of the speech being 
annotated [15]. Furthermore, since ToBI annotation essentially relies 
on the annotator’s tacit understanding of the relationship between 
the objective intonational contour and its symbolic representation, there 
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is a strong subjective component to it. Consequently, regardless of 
the original intention to minimize the inter-annotator disagreement, it 
is still reported to be relatively high [16]. Finally, due to the complexity 
of the ToBI tagset, some tags or tag combinations may be scarce or 
completely absent from speech corpora, which has a negative effect 
on training [14]. For that reason, common modifications of the 
standard ToBI model usually include merging some of its categories into 
one, as it was done e.g. in [17].  

The weakness of the standard ToBI model which is of particular 
relevance for this research is that it is not quite suitable for conveying 
linguistically relevant prosodic features such as prosodic stress. Namely, the 
relationship between ToBI tags and the perception of importance by the 
listener is defined on a relative scale, which means that ToBI can convey 
that one word may be more prosodically prominent than another, but cannot 
convey the absolute degree of its prosodic prominence. The distinction that 
ToBI makes between words with pitch accents and words without pitch 
accents appears to be insufficient to indicate e.g. that, among the words with 
pitch accents, one is significantly more important than others. 

As far as the prosodic stress (assigning particular prominence to a 
word which carries new or particularly important information) is 
concerned, as in: 

 
Sarah will go to London in September. (1) 

 
ToBI does not offer an explicit solution. Clearly, the novelty of the 
information conveyed is related to the ToBI tags used, and this 
relationship has been the topic of much research. For example, in [18] 
the use of H* and L+H* pitch accents is reported to be related to 
novelty, while given or available information is assigned other pitch 
accents, depending on the context. However, this relationship is not 
conclusive enough to serve as a basis for the reproduction of prosodic 
stress in speech synthesis. For example, an instance of prosodic stress 
indicated with a bitonal accent L+H* in the synthesis of expressive 
speech is not necessarily converted to an acoustic representation 
characterized by sufficient prominence of the stressed syllable so as to 
unambiguously indicate prosodic stress. The most common reasons for 
this are related to the lack of training data, as well as the fact that the 
acoustic realizations of prosodic stress may be highly variable, and 
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commonly affect not only the intonation contour, but also the duration 
of particular phonetic segments as well as the manner of their 
articulation. For all these reasons, in practice more reliable means for 
conveying emphasis are usually preferred. For instance, to indicate the 
prosodic prominence of a particular word, the IBM speech 
synthesizer [19] combines the pitch accent H* and the phrase accent L-. 
The motivation for introducing suck a one-to-one mapping between 
contrastive prosodic stress and particular ToBI tags came from the 
analysis of a very small corpus consisting of several declarative 
sentences spoken by 20 professional speakers. It was found that the 
contrastively-emphasized word consistently had at least intermediate 
prosodic phrase boundaries on each side of the word, accompanied by 
break indices of level at least 3. However, although such a 
representation may have provided an unambiguous cue to prosodic 
stress, a one-to-one mapping between prosodic stress and particular 
ToBI tags is not what happens in practice, and thus results in a certain 
loss of naturalness. The research described in this paper exploits the 
appearance of more powerful automatic learning algorithms which are 
able to establish a more sophisticated relationship between prosodic 
stress and its acoustic counterparts. For that to be possible, an explicit 
tag (E+) has to be introduced in order to indicate that the speaker has 
intentionally emphasized a particular word. By training on a speech 
corpus that contains words tagged with E+ it was made possible for the 
system to establish, by learning from data, the connection between the 
intention to emphasize a word and its acoustic realization. 

Similarly, standard ToBI does not offer any possibility to explicitly 
mark content that is commonly de-emphasized, such as comment clauses or 
inquit formulas used to report direct speech: 

 

It would be nice, I suppose, if they keep their promise.  (2) 
  

“You should have seen it coming,” I replied. (3) 
 

Such phrases are commonly pronounced in a compressed range of 
fundamental frequency, i.e. pitch, in order to convey their lower degree of 
importance or the fact that they are not a part of the main clause. The research 
presented in this paper also investigated the possibility of annotating 
deemphasized content with a specific tag (CF0 — compressed f0), in order to 
allow the system to reach its own conclusions as to the relationship between 
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the intention to de-emphasize a clause and its acoustic realization. To the best 
of our knowledge, there has been no research effort to explicitly model this 
type of dependency or introduce reduced emphasis into synthesized speech. 
An example of a ToBI annotation following the guidelines modified so as to 
accommodate for the introduction of E+ and CF0 tags is given in Figure 1.  

 

 
Fig. 1. Prosodic annotation of the sentence “Sarah will go to London, I replied.” 
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The same guidelines were used to annotate all speech data used for 
training in this research. Namely the annotators were instructed to do the 
following: 

 Use the E+ tag on words whose prosodic features, including 
not only intonation but also the degree of articulation effort, seem to 
indicate that the speaker intended to assign particular importance to the 
word because it brings new information or is contrasted to an alternative 
word (stated or implied). This annotation was used on top of ToBI with 
no restrictions, in order to make it ToBI independent. For instance, if the 
articulation effort was strong enough, even the words regularly tagged 
with !H* could be assigned E+. Furthermore, while E+ was commonly 
indicated by higher pitch values in words with high ToBI pitch accents, it 
was also indicated by lower pitch values in words with low pitch accents. 
Such a use of E+ allowed it to be effectively excluded from some rounds 
of experiments, as it will be explained in the following section. 

 Use the CF0 tag on clauses that are pronounced in a compressed 
pitch range, which seems to indicate that the speaker intended to assign to 
them a lower degree of emphasis than to the remainder of the utterance. 
These cases most notably included, but were not limited to, phrases 
reporting direct speech, comment phrases, asides and right dislocations 
related to afterthoughts. There is, however, a certain degree of dependence 
of ToBI annotation on the presence or absence of CF0. Namely, the clause 
under CF0 was ToBI annotated as if its pitch range was normal, which 
means that simple removal of CF0 from the speech corpus may not be 
adequate in all cases, unlike the case with E+.  

3. The experiments. The experiments have been carried out on 
two speech corpora of American English, containing utterances provided 
by one male speaker (M) and one female speaker (F), both professional 
voice talents. The basic data related to the speech corpora is given in 
Table 1, including the data on the total number of E+ and CF0 tags. Both 
E+ and CF0 tags were used at word level, so it should be noted that the 
number of CF0 tags indicates the total number of words in clauses tagged 
with CF0. The numbers of E+ and CF0 tags are not the same across the 
two speakers, but this difference was disregarded in the experiment and 
two synthesizers, each trained on one of the corpora, were used in the 
listening tests in equal measure, i.e. the listeners were provided with 
examples of synthesized speech from both, male alternating with female 
for diversity. The results of the experiments were analyzed without regard 
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to the fact which of the corpora was used for training the system that 
provided a particular example of synthetic speech.  

 
Table 1. Content of speech corpora 

 M F 

Duration 3h 33min 4h 20min 

# of utterances 3316 4556 

# of words 43632 49580 

# of E+ 629 1162 

# of CF0 2359 5522 

 
The model used for synthesis of utterances in all experiments was 

based on deep neural networks (DNN), owing to the fact that they clearly 
outperform previous parametric approaches to speech synthesis [20]. The 
model is described in detail in [21], and it will be briefly presented here. 
It was developed using the Merlin toolkit [22] with some modifications, 
as well as the CNTK framework [23]. The WORLD vocoder [24] is used 
to convert the acoustic features provided by the model into a speech 
signal, and is also used to provide the acoustic feature vectors in 
the training phase.  

In the synthesis phase, the input text is firstly processed to obtain 
linguistic features relevant for synthesis. The obtained linguistic features 
include phone identity and the identities of neighbouring phones, the 
phone position related to syllable/word/phrase boundary, word position 
related to phrase boundary, number of phones in syllable/word, number 
of words in phrase/utterance, part-of-speech information as well as 
prosodic information represented by ToBI transcription. After the 
linguistic features are obtained, the acoustic features are produced from 
the phonetic transcription of the text augmented with the obtained 
linguistic features. The segment of the speech synthesis system 
charged with the production of acoustic features from the phonetic 
transcription and linguistic features of input text consists of two deep 
neural networks — the duration network and the acoustic network, 
as shown in Figure 2.  
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Fig 2. Neural network based model used for speech synthesis 
 

The first network models phoneme durations and the second one 
models context-dependent acoustic features. The input for both networks 
is the phonetic transcription of the input text accompanied by linguistic 
features. In the training phase, the duration network adjusts its weight 
coefficients by minimizing the objective distance between the predicted 
values of HMM state durations of a phoneme and their actual durations 
in the training speech corpus. The actual values of HMM state durations 
of phonemes, as target features for the duration network, are extracted by 
forced alignment from training data, following the procedure proposed in 
the Merlin toolkit [22]. The inputs and outputs of the duration network 
are phone aligned. At synthesis phase, the duration network is required to 
predict the HMM state durations, and hence the durations of phones 
themselves, based on phone identity and linguistic context defined by 
features mentioned above. The HMM state durations obtained at the 
output of the duration network at synthesis time are used as additional 
inputs to the acoustic network. In the training phase, the acoustic network 
is trained to predict the relevant acoustic features given the phonetic 
transcriptions, linguistic context and HMM state durations. During the 
training, the acoustic network uses acoustic features extracted from 
speech recordings by the WORLD vocoder as target features. The 
acoustic features used include mel-generalised cepstral 
coefficients (MGCs), band aperiodicities (BAP) as well as log f0, and 
they are further extended with their first and second derivatives as well 
as an additional flag indicating whether the current frame is voiced or 
unvoiced (V/UV). In all experiments in this paper 40 MGCs, 1 BAP, 1 
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log f0 and 1 V/UV feature are used, yielding output feature vectors of 
length 127. Since the inputs and outputs to the acoustic network are 
frame aligned, the input feature vector of the acoustic network, in both 
training and synthesis phases, is extended by additional numeric features, 
including the index of the current frame in the state/phone as well as the 
index of the current state. Both networks consist of 4 hidden layers with 
1024 neurons each. The first three have tangent hyperbolic as the 
activation function, while the fourth layer is recursive and uses long 
short-term memory (LSTM) neurons. The output layer is linear. The 
objective function used is mean squared distance between the predicted 
and the actual values in the training data. The input features are 
normalized to the interval [0.01, 0.99], while the output features are z-
normalized. Each of the two networks is separately trained by 
backpropagation and stochastic gradient descent optimization. The 
smoothness of static features is achieved by using the maximum likeli-
hood parameter generation algorithm [25], taking into account the 
predicted dynamic features. After the formants are further enhanced by 
postfiltering, the acoustic features are fed to the WORLD vocoder in 
order to generate speech waveforms. 

As previously mentioned, two versions of the synthesizer were built, 
each trained on one of the two available speech corpora. Therefore, it was 
possible to synthesize sentences in either of the voices, M or F, based on 
specified phonetic transcription and ToBI annotation. This approach 
allowed the control over certain aspects of sentence intonation related to 
emphasis, as will be explained in more detail below.  

The listening tests included 20 listeners who were not native 
speakers of English, but who professed to possessing good English lan-
guage skills. The listeners had no or little previous experience with testing 
speech technology systems. The tests have been carried out in a relatively 
silent environment, using high-quality headphones. Nevertheless, it should 
be noted that the quality of the reproduction of synthesized speech is not of 
primary importance here because all experiments focus on prosodic features 
that are relatively robust to impairments in signal quality. Each of the 
listeners was required to evaluate 22 sentences, and each of the sentences 
was synthesized in 3 versions: 

 Version A: Both ToBI tags E+ and CF0 were used both in 
training and in synthesis, as proposed by the research and described in the 
previous section. 
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 Versions B and C: Neither E+ nor CF0 were used in either 
training or synthesis, which corresponds to the standard ToBI model. In 
both cases, the effect of E+ was simulated by using either H* or L+H* in 
the ToBI transcription that is used as DNN input, as suggested by the 
findings of [18]. In the version B the effect of CF0 is ignored (i.e. the 
clause in a compressed f0 range is annotated in the regular way, as if it 
was in no way different from the remainder of the utterance), while in the 
version C the pitch accents are removed from all words which were 
annotated with CF0 in version A. In this way the CF0 tag was equalized 
with the absence of a pitch accent. All of the aforementioned methods of 
simulating E+ or CF0 are in accordance with standard approaches based 
on the ToBI model. 

The differences between versions A, B and C are conveniently 
summarized in Table 2. 

 
Table 2. Versions of synthesis used in the experiments 

A B C 

E+ and CF0 used 
both in training 
and synthesis 

E+ and CF0 not used in either training or synthesis,  
E+ simulated using H* or L+H*  

CF0 ignored 
Pitch accents removed 
from words that have 

CF0 in version A 

 
Experiment 1. 
(a) In 10 sentences similar to the one from Example 1, with one 

word carrying the semantic focus of the sentence, the task of the listener 
was to determine, given 4 options, which word was assigned prosodic 
stress (E+) by the synthesizer, i.e. which of the words was intended to be 
emphasized. In none of the cases was it possible to determine the 
emphasized word solely on the basis of textual content of the utterance. The 
utterances were presented visually to the listeners, with available options 
indicated in boldface, as in: 

 
Sarah talked to her neighbour about a problem. 
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(b) In the second part of the experiment the same 10 sentences were 
used, but now the listeners were told which of the words was the intended 
focus of the utterance, and they were required to grade (on the scale from 1 
to 5) how successfully this was conveyed in synthesized speech. 

The aim of the Experiment 1 was to establish the effect of intro-
ducing E+ as opposed to signalling emphasis by rule-based methods. For 
that reason, the 10 utterances offered to the listeners included 5 utterances 
synthesized according to version A and 5 utterances synthesized 
according to version B. To minimize the influence of factors over which 
we had no control and which may have influenced the results of the 
listening tests, both the word which was assigned E+ and the order of 
presentation of the utterances were randomly varied across the listeners. 
For instance, if a word to which an E+ tag was assigned also happened to 
carry an L- phrase accent, the impression of emphasis was increased by 
the phrase accent, which would obscure the actual influence of E+. To 
mitigate this effect, versions where E+ was assigned to all 4 candidate 
words were used in the experiment in equal measure. 

Experiment 2. 
(a) In 12 utterances similar to those from Examples (2) and (3), 

including reporting clauses or comment clauses, which are commonly 
delivered in a compressed f0 range, the listeners were required to 
grade (on the scale from 1 to 5) the general naturalness of intonation in 
synthesized speech.  

(b) Each of the 12 utterances was presented to the listeners in all 3 
versions, and they were required to select the version with most natural 
intonation.  

The aim of the Experiment 2 was to establish the effect of 
introducing the CF0 tag on the naturalness of intonation, as opposed to 
signalling a lower degree of emphasis by excluding pitch accents or not 
signalling it at all. For that reason, both parts of the experiment included 
examples from all 3 synthesis versions in equal measure, in a random order 
unknown to the listeners. The listeners were unaware of the aim of the 
Experiment 2, but it was nevertheless possible for them to conclude that this 
experiment is related to a variable degree of emphasis associated with 
reporting or comment clauses. 

4. Results and discussion. The results of all experiments are 
shown in Figure 3. The results of Experiment 1, concerned with E+, show 
that the listeners have been consistently identifying the sentence focus 
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most successfully in the version A of synthesis (76.0%, as opposed to 
41.0% for version B, while 25.0% would correspond to a random choice 
in both cases). They were also consistent in assigning version A higher 
marks when judging how successfully the sentence focus was conveyed in 
synthesized speech (4.17 on average, as opposed to 3.35 for version B). 
As regards the CF0 tag, results are less conclusive because in some cases 
the difference between specific synthesis versions was almost negligible, 
as reported by a majority of listeners.  
 

a) b) 

  
c) d) 

Fig. 3. Experiment results (mean value and standard deviation): a) Experiment 1a: 
percentage of correct identification of the emphasized word; b) Experiment 1b: 

average grade; c) Experiment 2a: average grade; d) Experiment 2b: relative 
frequency of a particular version being chosen as the most natural one 

 

In the Experiment 2a, when evaluating utterances individually, the 
tendency towards assigning higher marks to the version A was practically 
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negligible (4.04, as opposed to 4.00 and 3.97 for versions B and C 
respectively). However, in direct comparison in Experiment 2b, the 
version A was noticeably more often identified as the most natural one (in 
40.4% cases, as opposed to 35.0% and 24.6% for versions B and C 
respectively, while in this case 33.3% would correspond to a random 
choice). Furthermore, it can be noted that version C was least often 
recognized as the best one in direct comparison (Exp. 2b), although in 
individual evaluation (Exp. 2a) it received approximately the same marks 
as the version B.  

Based on the results, it can be concluded that the initial hypothesis 
has been confirmed by the experiments, and it can also be noted that the 
variance between the answers given by particular listeners was 
significantly higher in case of CF0. A possible explanation of this fact is 
that the listeners may have had different expectations with respect to the 
delivery of reporting phrases, comment phrases or other content 
commonly delivered in a compressed f0 range. For example, even when a 
reporting phrase is not synthesized within a compressed f0 range, it can 
still sound quite acceptable to the listener, especially in a listening test, as 
opposed to actual speech communication. On the other hand, the 
expectations of listeners as regards prosodic stress are relatively clear and 
unambiguous. This may explain a considerably greater variance between 
the grades given by different listeners in Experiment 2 than in the 
Experiment 1. It should also be noted that the reproduction of E+ and 
particularly CF0 by the neural network based synthesizer in some cases 
was not entirely adequate. It can, thus, be concluded that of the reasons 
why the experiment results did not quite meet the expectations is certainly 
the inability of the DNN model to faithfully reproduce the E+ and CF0 
tags after being trained on the available quantity of speech data.  

5. Conclusion. The paper has presented a research aimed at 
increasing the quality of synthesis of expressive speech based on more 
adequate modeling of linguistically relevant prosodic features of speech, 
including prosodic stress and delivery of speech in a compressed f0 range. In 
all cases of interest it has been shown that, if the standard ToBI model is 
augmented by tags aimed at reproduction of prosodic stress (E+) and 
content delivered in a compressed f0 range (CF0), the target prosodic feature 
is more easily identified and there is an increase in overall naturalness.  

Although the experiment was primarily concerned with synthesis of 
American English speech, the universality of the ToBI model suggests that 
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it would be possible to obtain the same results for other languages for which 
a ToBI model has been developed, and even for languages for which such a 
model could be developed in the future. The directions of our future 
research include the verification of the same hypotheses for Serbo-Croat, 
another language for which a ToBI model has been developed [26], as well 
as an investigation into the same phenomena in non-neutral speech styles. 
Since the range of fundamental frequency constitutes one of the most 
important features of a speech style or emotional state, it is an important 
research question to which extent the obtained results apply in case of 
different speech styles or emotional states.  

It should be noted, however, that direct comparison of the results 
between different studies of this type is difficult because of their language 
dependence, dependence on corpus size as well as the differences in any of 
a number of varying parameters, starting from the choice of the system 
architecture or intonation model. Essentially, the question is to what extent 
linguistic phenomena should be explicitly modeled. Given a sufficiently 
complex system architecture and enough data, machine learning systems are 
able to learn surprisingly complex abstract linguistic concepts. However, as 
this study suggests, in case of relatively simple systems and a realistic 
amount of available data, explicit modeling of linguistic factors is still 
necessary to improve system performance. 
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Сечуйски М., Острогонац С., Сузич С., Пекар Д. Обучение просодической модели по 
данным в нейросетевом синтезе речи. 

Аннотация. Естественность — один из важнейших аспектов синтезированной речи. 
Современные параметрические синтезаторы речи требуют обучения на большом коли-
честве аннотированных речевых данных, чтобы иметь возможность передавать просоди-
ческие элементы, такие как тоническое ударение и фразовый граничный тон. Наиболее 
часто используемый инструментарий для просодической аннотации речи в американ-
ском английском языке — Индексы Тонов и Просодических швов — ToBI, которые 
также были адаптированы для использования на других языках. В настоящей статье 
представлены некоторые недостатки ToBI в синтезе речи на американском английском 
языке, которые связаны с отсутствием тегов, специально предназначенных для обозна-
чения различий в уровне просодии (акцента), связанной с конкретной частью предложе-
ния. В данном исследовании предлагается введение набора тегов, предназначенных для 
точного моделирования степени просодии, а именно определенная составляющая пред-
ложения может быть особо подчеркнута, если она является намеченным фокусом выска-
зывания или ее роль преуменьшена, как это обычно бывает с фразами, сообщающими о 
прямой речи или комментариями. 

С помощью нескольких аудирований было продемонстрировано, что изучение просо-
дической модели на основе данных имеет определенные преимущества перед подходами, 
пытающимися использовать существующие теги ToBI для передачи степени акцента в 
синтезированной речи: речь, синтезированная нейронной сетью, обученной на данных с 
тегами уровня просодии, представляется более естественной, и слушатели могут с боль-
шим успехом отыскать просодическую составляющую предложения. 

Ключевые слова: американский английский, просодическая модели, синтез речи, 
ToBI. 
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