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Purpose: This work addresses the problem of efficient broadcasting of resource allocations descriptors for VoIP traffic in 
mobile OFDMA-based wireless systems. Methods: We present the problem of mapping overhead and show that it can be sub-
stantially reduced by using semi-persistent allocations and by taking advantage of the periodicity of VoIP frames, generated by 
a multi-phase vocoder. To handle the impact of mobility on the characteristics of the wireless channel we utilize a cross-layer 
decision approach that tracks the channel quality and predicts the expected mobile user behavior such that the system may 
under-react to channel changes in some cases. Results: We explicitly show how the variability of the wireless channel can be 
tracked by using a Markovian model with a set of discrete states. By estimating both state- and transition probabilities of the 
multi-state Markovian model, we underline the foundations for a cross-layer decision algorithm that is able to overlook short 
transitions in channel states, without changing the modulation and/or the coding schemes. The main advantage of this ap-
proach is the ability to support multiple codecs, or a single codec with different operational modes, both result in different 
packet sizes and different periods. Practical relevance: The proposed channel tracking mechanism is simple enough to be 
implemented in the base station of any practical OFDMA-based system using the WiMAX or LTE technology. 
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Introduction

An important application in future IP based 
wireless communication networks is voice over IP 
(VoIP), which allows real-time voice calls between 
mobile stations (MSs). Most VoIP applications gen-
erate traffic of fixed size packets at a constant rate. 
Therefore, the traffic of a single VoIP session is 
classified as constant bit rate (CBR) traffic type 
and requires a fixed number of uplink (UL) re-
sources on a periodic basis. This suggests that with 
a naive resource allocation scheme the uplink map 
(UL-MAP) includes allocation descriptors (or infor-
mation elements — IEs) for VoIP streams, thus gen-
erating overheads at a constant rate. A typical voice 
call lasts several minutes on the average, while its 
packet period is usually up to several tens of mil-
liseconds. This suggests that the total amount of 
overhead for each VoIP call is usually very large. 

The problem of system overhead for CBR-like 
applications has been examined for the emerging 
beyond 3G technologies such as WiMAX (IEEE 
802.16) [1], IEEE 802.16m-2011 [2], 3GPP long-term 
evolution (LTE) [3] and 3GPP2 ultra mobile broad-
band (UMB) [4]. For these systems, the protection 
of the resource allocation control messages against 
transmission errors costs, in some scenarios, is 
more than 50 % of the downlink (DL) radio resourc-
es [5]. This extreme overhead could significantly 
reduce all the potential benefits of OFDMA tech-
nologies, and render OFDMA-based systems ineffi-
cient and unprofitable. 

The concept of persistent allocation, which was 
introduced in LTE and UMB, and was also adopt-
ed by WiMAX [6, 7], uses periodic assignments of 
VoIP packets hence, reducing the assignment sig-
naling overhead. With persistent allocations, no 
message passing between the base station (BS) and 
the MS is required during the allocation periods. 
This means that the BS knows the requirements 
(i.e., burst size and period according to the voice 
flow profile established) of each MS in advance, and 
each MS knows that as long as no relevant UL-MAP 
IE has been broadcast, it is allocated the same set 
of resources. This allows the BS to use persistent 
allocations and to notify each MS of its allocation 
only once at the beginning of the session and then 
only whenever the allocation changes, eliminating 
almost all other mapping overheads concerned with 
VoIP calls. The work in [6] with some modifications 
has been adopted to the IEEE 802.16REV2 of [8, 9] 
with the final version published as 802.16-2009 [1]. 
Das, et al. [10] present an algorithm for dynamic 
and semi-persistent VoIP scheduling in LTE, in 
which they predict the number of physical resource 
blocks required for a given number of VoIP users. 
However, a specific modulation and coding scheme 
(MCS) selection scheme according to a physical 
channel condition is not given.

Kitroser and Ben-Shimol [11] presented an effi-
cient mapping algorithm for multiple VoIP coders 
for WiMAX systems. In general, an efficient map-
ping algorithm has to consider the parameters of 
the coders in use and the characteristics of the voice 
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sessions, such as the average call duration and ini-
tiation rate. In each frame the mapping algorithm 
should change the minimal number of allocations 
and if a change is inevitable, impose a minimum 
number of changes in successive frames. A sig-
nificant system overhead reduction was shown for 
stationary wireless systems by using the minimum 
overhead algorithm (MOA) for VoIP mapping. The 
main idea of MOA is to decrease local and future al-
locations overhead in each frame by allocating slots 
in such manner that reduces the potential collision 
of these slots with allocations in subsequent frames 
due to different codec periods. Summary on VoIP 
and its scheduling in OFDMA systems is given in 
[12, 13] and references therein.

The present paper describes the first part of re-
quired extensions to the work presented in [11], in 
order to support full mobility conditions. In [11] the 
MOA was designed to efficiently handle multiple co-
decs with different periods. The algorithm was found 
to work well for fixed channels but its performance 
degrades when the channel quality changes through 
time. The main reason for the performance degrada-
tion was the fact that each time the channel changes, 
the system, which usually employs dynamic MCS se-
lection, must respond with allocation changes due to 
the rate change. This basically diminishes the main 
advantage of the semi-fixed allocation concept, since 
much overhead is again added for control purposes. 
Any allocation scheme designed only for fixed (sta-
tionary) channels suffers from similar degradation 
in efficiency. To change allocation decisions with 
relation to channel variations, we show an efficient, 
yet simple, way to handle mobile channels and MCS 
variations by using a finite state Markov chain 
(FSMC) model for approximating and tracking the 
channel states. This model will serve later (in part II 
of the present paper) a set of allocation decision algo-
rithms that will complete the cross-layer solution for 
the problem at hand.

The rest of the paper is formed as follows: Section 
“Related-Work” discusses the related work of per-
sistent allocation for IEEE 802.16. Section “System 
Model” presents the system model and notations 
for the allocation problem in a dynamic channel 
followed by the formal objective. Section “Channel-
Characterization” presents our channel character-
ization model using FSMC model. A discussion on 
the logic behind the development of efficient map-
ping algorithm summarized this part, part II will 
present a set of efficient mapping algorithms capable 
to handle mobile users and multi-state vocoders.

Persistent Allocation in IEEE 802.16 Systems 

Persistent allocation for IEEE 802.16 systems 
was proposed by Lu, et al. [6] and introduced to the 
standard in IEEE 802.16-2009 [1]. It provides spe-

cific signaling and error handling for VoIP traffic 
in order to reduce the inherent overhead caused by 
such traffic. Besides the work of [6] and concurrent-
ly with the persistent allocation and semi-persistent 
allocation mechanism in other technologies (LTE 
and UMB, see e.g., [14–16]), several other solutions 
have been proposed to improve VoIP efficiency for 
IEEE 802.16 [6, 7, 17–23].

In [17, 18] a persistent allocation scheme with 
bitmap signaling is described. In [17] the users are 
grouped into scheduling groups according to chan-
nel quality information (using a channel quality 
index — CQI) obtained from the users. Then, each 
user receives a unique position within its group. 
Once a group of users is established, the BS assigns 
the group a set of shared time-frequency resourc-
es and an ordering pattern indicating the order in 
which the resources are allocated. Finally, bitmap 
signaling is used to allocate resources in each VoIP 
frame. This scheme is basically a signaling scheme, 
however, it fails to specify how to handle channel 
dynamics when users change CQI and hence need 
to change scheduling groups. In [18], the authors 
present a group of scheduling mechanism to over-
come the problem of resource holes in the data al-
location region of the frame. The MSs are clustered 
into multiple groups and the resource allocation for 
individual MSs has some persistency within the 
group’s resources. The grouping and bitmap signal-
ing is then used to accommodate allocation chang-
es. The addressed solution mainly solves the DL al-
location problem, since the mechanism of dynamic 
bitmap signaling is not applicable for UL where the 
signaling is initiated by the user side. The main ad-
vantage of the bitmap approach is that hole filling 
and dynamic response to codec state is efficient. 
A disadvantage can be pointed out for the case of 
static scenarios where channel dynamics are low: 
in the persistent approach no messages would have 
been transmitted at all, while in the bitmap ap-
proach, the signaling is used in each frame. In ad-
dition, it is not clear how this approach can handle 
multiple codecs when many periods may intersect. 

A periodic allocation-mapping scheme is present-
ed in [19] to decrease the size of the allocation map 
by representing the allocated resources by only the 
MCS level. The MCS-based allocation assumes that 
the VoIP packet size is constant and hence the MCS 
level is sufficient for indicating the allocation size. 
The authors propose to reduce the connection iden-
tifier size by allocation according to the MCS level 
rather by specific allocation size and location. The 
main drawback here is the assumption of a constant 
packet size, which may not fit a scenario where mul-
tiple coders are used, or even a single vocoder with 
multiple phases (e.g., the adaptive multi-rate AMR 
vocoder, see [24]). In addition the reduction is not 
substantial since a specific allocation is defined by 
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offset and length where the difference is minor. On 
the other hand, the proposed reduced MAP IE is still 
transmitted to the users, and hence generates un-
necessary overhead compared to persistent schemes. 
In [22], the authors describe a persistent allocation 
messaging mechanism supported by WiMAX that 
was introduced to 802.16-2009 in [6]. We will further 
elaborate on the persistent allocation mechanism in 
802.16 later on. In [20], the authors present a meth-
odology to evaluate the VoIP capacity and perfor-
mance of OFDMA systems by combining the queuing 
and interference analysis. The authors characterize 
the performance trade-offs of VoIP in OFDMA net-
works but do not propose a scheme of actual VoIP 
mapping. In [21], the authors present a persistent al-
location approach in which an allocation is automati-
cally made for both DL and for UL with some flex-
ibility to enable statistical multiplexing. However, 
no particular information is presented on how selec-
tion of resources to users is given or how holes in the 
resources (2D) table are treated. In addition, there is 
no apparent treatment for an adaptive channel sce-
nario. In [22], the authors present a persistent allo-
cation scheme with MCS selection, specifically con-
sidering hybrid automatic repeat request (HARQ) 
retransmission mechanism that satisfies the given 
Quality of Service QoS requirements of the system. 
The authors acknowledge that MCS changes using 
instantaneous signal to interference plus noise ratio 
(SINR) is not a realistic approach for persistent al-
location and propose employing MCS selection algo-
rithms based on the assumption of the Nakagami-m 
SINR distribution and SINR averaging (where one 
algorithm approximates the other to achieve reduced 
complexity). This approach selects the best MCS for 
the session trying to maximize the rate while reduc-
ing the overhead of HARQ retransmission signal-
ing. From all the reviewed solutions, [22] is the one 
closest to our approach for the decision of MCS selec-
tion. In [23] a slot-based persistent allocation scheme 
is presented. The authors point out that the current 
resource shifting and error-handling (defined below) 
mechanisms of 802.16 introduces additional control-
ling overhead. In the proposed scheme, a tree-like 
data structure is used to maintain the persistent 
allocation of slots to MSs and manage allocation of 
resource holes.

Persistent Allocation Support
in IEEE 802.16 Systems

The 802.16 standard defines the option of dy-
namic scheduling. In this mode, the MAP mes-
sage may point to sub-MAP messages, which are 
sent an MCS that is different from the most robust 
MCS used by the MAP message. These sub-MAP 
messages are targeted to MSs with matching CQI, 
which are able to interpret them. The sub-MAP us-

age was proposed in order to reduce the overhead of 
a single MAP message sent in the most robust — and 
hence resource expensive — mode. In addition, the 
reception of one sub-MAP is independent of the re-
ception of other sub-MAPs messages. The dynamic 
scheduling mechanism was introduced for general 
efficiency purposes and does not necessary contrib-
ute much to the VoIP traffic model for two reasons. 
First, it supports up to three sub-MAPs at most and 
requires dynamic grouping of the MSs into the cor-
rect profiles. Second, for MSs with static channels, 
there is a minimal MAP overhead with a persistent 
allocation mechanism and hence using sub-MAPs 
does not necessary contribute to overhead reduc-
tion. In this work we do not use this option. 

The IEEE 802.16 standard supports a specific 
mechanism of persistent allocation for optimizing 
the resource management of VoIP calls [6, 7]. As de-
fined above, the persistent allocation in IEEE 802.16 
takes advantage of the predictive nature of the VoIP 
traffic and allocates periodic resources to users 
with reduced signaling overhead. In addition, the 
standard provides means to efficiently eliminate 
resource holes using resource shifting and error 
handling. The error handling procedures are mainly 
used to handle sync losses between the BS and the 
MS, which may lead to resource collisions of differ-
ent MSs if not handled properly. The provided error 
handling mechanisms include a MAP ACK channel 
for MSs to indicate the correct reception of alloca-
tion or de-allocation of a persistent resource, a MAP 
NACK channel for the MS to indicate the BS of prob-
lems in decoding MAP message and a change indi-
cator for the MS to know if there is a risk of trans-
mitting on a pre-allocated resource in case of MAP 
failure. Finally, the resource shifting procedure is 
used in case of de-allocation of persistent resources 
and shifting all the subsequent allocation over the 
released resource in a single MAP message. Fig. 1 
[1] illustrates a resource hole and resource shifting.

  Fig. 1. Illustration of resource hole and resource 
shifting for five resources 

MS7 MS2 MS1 MS3 MS5 

MS7 MS1 MS3 MS5 

MS7 MS1 MS3 MS5 

  

De-allocation Subburst

Resource shiftingResource hole



ИНФОРМАЦИОННО
УПРАВЛЯЮЩИЕ СИСТЕМЫ№ 2, 2015 93

ИНФОРМАЦИОННЫЕ КАНАЛЫ И СРЕДЫ

The goal of this research is to present a cross-
layer persistent allocation solution, which fully com-
plies with the messaging mechanism presented in 
[1, 2]. Our proposed algorithms solve the problem of 
how to map slots to MSs such that the overall over-
head is decreased. We generalize the model given in 
[1] to support dynamic channels where the channel 
may change rapidly (i.e., mobile users in urban en-
vironment). This generalization enables us to model 
both codecs supporting silent suppression or adap-
tive rate and/or changes in the state of the mobile 
channel (and hence, supporting also variable MCS). 
More specifically, our proposed model enables us to 
uniformly represent an AMR codec with multiple 
states or multiple coders with different VoIP traffic 
parameters where none of the reviewed solution han-
dles the multiple vocoder case. We show that our pro-
posed algorithms reduce the mapping overhead for 
the dynamic cases as mentioned above, while keep-
ing a simple and manageable resource allocations.

System Model

Notations and definitions
We consider an OFDMA UL mapper with a set 

of resources available for allocation. The resources 
are OFDMA sub-channels and time symbols where 
each combination of sub-channel and time symbol 
is called a slot. The slots are organized as a two-di-
mensional M·N table with M being the number of 
sub channels and N the number of OFDMA symbols. 
Unlike [25], for the problem at hand there is no need 
to use two-dimensional indices for the slots, thus 
each slot is assigned an index i, i  [0, M · N – 1]. 
The indices start with the lower left slot (i = 0) and 
the rows are scanned first from left to right and 
then from bottom up until the last slot with index 
i = M · N – 1. A frame index is important for both 
the development of the mapper and the theoretical 
analysis, therefore the slots table in which the allo-
cations take place is called an allocation table and is 
denoted by A[k], where k is the frame index, k  . 
A session r is defined as starting at a frame with 
index tr to be characterized by a tuple , , ,r r rN d p  
where Nr   is the number of bytes required for 
each transmission, dr is the session duration ex-
pressed in terms of number of frames the session 
will last, and pr is the frame period between two suc-
cessive packets. The reason for defining Nr in terms 
of bytes rather than slots (as in [11]) is due to rate 
changes that depend on the channel state. A gener-
alization of the above notation for mobile environ-
ments is as follows: a  session r starting at a frame 
with index tr is characterized by a tuple , ,r r rN d p  

and a sequence 1 1 1, , ,r r rN d p  2 2 2, , ,r r rN d p  ,...  

,, , l l l
r r rN d p  where 

1
.

l
i
r r

i
d d

=
=å  This generalization

enables us to model both codecs supporting silent 
suppression or adaptive rate and/or changes in the 
state of the mobile channel (hence, supporting also 
variable MCS). For codecs with silent suppression, 
the call duration is divided into “ON” periods with 
packet size NON  with transmission period PON  and to 
“OFF” (or silent) periods with packet size NOFF  with 
transmission period POFF. In each such session, we 

have { },, i
r ON OFFN N NÎ  and { },, i

r ON OFFp P PÎ

i = 1, …, k. For mobile channels, where the MCS 
scheme may change due to a change in link quality 
we assume that each slot (i.e., the transmitted gran-
ularity unit) contains D bits. Assuming K  MCS 
modes, each MCS scheme defines the number of bits 
per symbol mj , j = 1, …, K according to the selected 
modulation and coding scheme. We assume, with-
out loss of generality, that m1  m2  …  mK, there-
fore, for MCS scheme j, a packet of size i

rN  will 

require 
8i

i r
r

j

N
N

m D

é ù⋅ê ú= ê ú⋅ê úë û
 slots.                   

The above generalization implies that each VoIP 
session r is represented as a sequence of l sub-ses-
sions, where each sub-session i, i = 1, …, l is of du-
ration i

rd  and requires i
rN  slots, depending on the 

vocoder’s state and/or changes in channel condi-
tions. From the point of view of the MOA that was 
presented in [11], such a change in a VoIP session 
was considered as mapping resources to a new call 
(signaling for a new call is not required) and the 
allocation of resources to the previous set of re-
quirements is stopped. This approach is obviously 
sub-optimal since with each change in channel con-
ditions a change in the MCS scheme is required, and 
therefore the BS needs to use additional system re-
sources to manage such state changes. Next we dis-
cuss how to modify the MOA such that the channel 
variations are also considered.

For the sake of notation’s simplicity, we ignore 
the sub-session indexing notation and treat a new 
subsession request ri as a new session request r. We 
will use the specific sub-session indexing notation 
in an extended algorithm named EMOA, that will 
be described in full in part II of the paper. In EMOA 
the state of the previous sub-session is required for 
the algorithm decision process. We define a new ses-
sion request (or a new request) for frame k as a ses-
sion request (or just a request) r having tr = k, and 
an active session request (or an active request) for 
frame k as a request a having a a a al t n p t d= + ⋅ < +
for some positive integer n.

An allocation instance for request r is a set of 

successive slots in A[k], { },1, , ...
r

k
r i i NS s s -+=  sat-

isfying ,k
r rS N³  for k  {tr, …, tr + dr} (i.e., the spe-

cific frames in which r is new or active); otherwise 
.k

rS = Æ  
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An allocation instance k
rS  of request r in frame k 

will occupy slots having a contiguous set of indices. 
Therefore, the allocation can be referred to by the 
slot having the lowest indexed ,ki rs SÎ  and its size 

.rN  An allocation for request r is a set of allocation

instances, { }1 2, , , ... qkk k
r r r rS S S S=  for all relevant 

A[ki]. An allocation set is a set of all allocation in-

stances for some frame A[k], { },k k
rS S=  where r is 

an active request at time k and .
k k
r

k k
r

S S

S S
Î

= å
To each allocation table A[k], there is an associ-

ated allocation map M[k] containing all the UL-IEs 
that describe the transmissions of the MSs in the 
UL of frame k. An UL-IE for request r in frame k 
is denoted as [ ]k

rm M kÎ  and associated with ,krS  
where { }, .k

r i rm s N=  The size of the UL-MAP of 

frame k is therefore ,
k
r

k
map r

S

C m
¹Æ

+ å  where Cmap 

is some constant overhead that is independent of 
the number of IEs. The size of the UL-MAP is re-
ferred to as the mapping overhead. The effective 
area EA[k] of allocation set Sk is defined as  |Sk| plus 
all the resources unused by the mapping algorithm 
(and thus are empty) EA[k] =  |Sk| + |A[k] – Sk|. Any 
successive set of unused slots within the effective 
area is called a hole.

The definition of the efficient VoIP mapping 
problem is:

Given a sequence of allocation tables A[k], k = 0, 
1, …, K, and a set of requests R = {r1, r2, …, rq}, find a 
set of non-overlapped allocations S = {S1, S2, …, Sq}, 
(i.e., ),,k k

i jS S i j= Æ " ¹  such that the mapping 
overhead is minimized.

Traditional packing problems relate to an effi-
cient assignment of multiple elements of some sort 
in a given container. In [11] we have solved a pack-
ing problem in consecutive time epochs, where the 
inputs in different time epochs are related. The 
main interest was both minimizing the effective 
area and the representation of the solution, which 
is the mapping overhead. In this paper, we present 
algorithms to solve the problem defined above with 
the mobility related extensions defined above. The 
dynamic nature of the channel needs to be taken in-
to consideration by any future modification to the 
MOA. The main idea is to track the channel behav-
ior of the MS and provide a predictor of the chan-
nel state changes probabilities and rates, which 
then can be used by the mapping algorithm. Such 
measures can indicate the stability of the channel, 
which can be used as an allocation grouping criteria 
to reduce the number of holes in the allocation table 
(see the entropy mapper that is presented in part II 
of the paper). In addition, we use the predictor of 
channel behavior, since rate assignments are later 

related to channel states. This also has implication 
on how to quantify the cost of state change in term 
of system resources and hence decides whether it is 
cost effective to perform an MCS state transition 
or just ignore it (see the EMOA mapper that will be 
represented in part II of the paper).

Mobile Channel Characterization

Markov chain modeling is a commonly used ap-
proach to study the behavior of fading signals in 
a mobile channel (see [26] for a survey on a finite 
state Markov chain for fading channels). It has 
been pointed out in [27] that a two-state binary 
Gilbert — Elliot Markov channel model [28, 29] 
is unable to capture dramatic changes in channel 
quality. Hence, we aim to capture the parameters of 
a fading wireless channel by using a FSMC defined 
over n states. In such a model, the fading process 
is partitioned into multiple discrete states, so that 
the dynamic behavior is captured by the transitions 
among the states. In contrast to physical models for 
mobile channels, FSMC is relatively simple, and has 
been widely adopted as a model for describing slow 
fading channels [27, 30]. This simplicity allows the 
practical implementation of channel state estima-
tion for multiple MSs by maintaining a probabili-
ties table for each MS (see sub-section “Extended-
MOA” for further implementation details).

Finite-state Markov model 
of Rayleigh fading channels

To model the behavior of a wireless channel us-
ing a FSMC, the channel state transition probabili-
ties must be associated with the chain. We do this by 
observing the effect the of level crossing rate (LCR) 
and average fade duration (AFD) on the signal-to-
noise ratio (SNR) [31]. AFD and LCR describe the 
quality of the transmitted signal along the trans-
mission channel. LCR is the level crossing rate of 
a signal envelope at a level R (Fig. 2) and is defined 
as the expected number of signal crossings of a lev-
el R in a positive going direction [32]:

( ) ( ) ,
0

, dRLCR R N r P R r r
¥

= = ⋅ò                (1)

where ( , )P R r  is the joint probability density 
function of the signal’s envelope r and its time 
derivative r  at r = R.

  Fig. 2. Illustration of the definitions of LCR and AFD
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As can be seen in Fig. 2, the AFD is the mean pe-
riod of time for which the received signal envelope 
is below a specific level R. The AFD relates to the 
LCR according to: 

( )
.R

R

CDF R
AFD T

N
º =                    (2)

Here CDF(R) is defined as the probability that 
the envelope of the received signal r(t) does not ex-
ceed a specific level R, that is:

( ) ( ) ,
1

1 n

r i
i

CDF R P r R
T =

º £ = å             (3)

where i is the duration of the i’th fade (see Fig. 2) 
and T  is the observation interval of the fading 
signal [32]. 

In a typical multi-path propagation environment 
the received signal envelope is Rayleigh distribut-
ed. For additive Gaussian noise the instantaneous 
received SNR  is exponentially distributed with 
probability density function [31]: 

( ) ,0

0

1
p e






-
=                           (4)

where 0 is the average SNR; that is, [ ]0 .E   
The LCR for a Rayleigh fading channel for a given 
threshold  is defined by (see [31]): 

,0

0

2
mN f e








-
=

where fm = f0v/w is the Doppler frequency shift, w is the 
propagation speed of the electromagnetic wave, v is the 
speed of the mobile user and f0 is the carrier frequency. 

The FSMC model can be built so as to represent 
the time-varying behavior of the channel by par-
titioning the received SNR into K + 1 intervals 
(states). If the fading process is slow enough, it is 
reasonable to assume that transitions will only oc-
cur between two adjacent states. This assumption 
was used in [27, 30]. Let 0 = 0 < 1 < 2 < … < K <
< K =  be, the K + 2 thresholds that define the 
required partitioning. The channel is considered 
as “being in state k” if the instantaneous received 
SNR is between rk and rk+1. The states are ordered 
with decreasing average bit error rate (BER) val-
ues. We can calculate the steady state probabilities 
of the system using LCR as in [30]: 

( ) ,
1

1 0 0d
kk

k

k
k p e e


  


  
+

+
- -

= = -ò            (5)

where k is the steady state probability of the system 
being in state k. The average state duration k  of 
the system in segment k is defined as

 




1k k

k
k N N

+

=
+

                         (6)

and the transition probabilities can be estima-
ted by:

1
, 1 ,k

k k
k

N
p

 


+

+
⋅
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, 1 ,k
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k

N
p

 

-
⋅

»    k = 2, 3, …, K + 1,         (8)

where  is the system’s sampling interval. We note 
that in the observed interval, the system may stay 
in the current state, hence

pk,k = 1 – pk,k + 1 – pk,k–1.                      (9)

Unlike [27, 30], we assume that the SNR inter-
val sizes are given in advance as system parameters 
and are not a performance optimization goal, such 
as calibrating all states duration to have an equal 
value (see, e.g., [30]). This assumption is taken here 
to ease the implementation in practical systems in 
which supporting many MSs requires rate assign-
ments in real-time.

Finite-state Markov model for general channels
The equations for both state and transitions 

probabilities can be generalized to model a general 
channel (i.e., not necessarily Rayleigh) as follows. 
Let us consider a random process p(t), which has 
been partitioned into K + 1 discrete states as de-
fined above. We denote the transition probability 
that the process p(t) transits from state i to state j 
during the time displacement  as pi,j. Then, we de-
note the probability of p(t) to be in state k at time t 
as Pr(p [k, k + 1)). The transition probability can 
therefore be written as 
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 k = 2, 3, …, K + 1. (11)

These expressions, according to equation (1), 
require the knowledge of the probability density 
function of p(t). A similar argument holds for the 
steady-state probabilities. 

Since the channel may not be easily expressed 
by an analytical formulation, we use channel SNR 
measurements to obtain an approximation to the 
related FSMC parameters. For ease of comprehen-
sion, we mention here some assumptions relevant 
to our model. First, we assume that the number 
of states and relevant thresholds are not configu-
rable, thus given in advance as system related pa-
rameters. The reason behind this assumption is 
a common practice where system designers oper-
ate a set of offline simulations on various channel 
conditions with channel mixture scenarios. The 
results of such experiments are used to determine 
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a set of related adaptive MCS selections as a func-
tion of SNR (or BER) thresholds. Second, we as-
sume that each state in our FSMC corresponds to a 
specific MCS scheme hence, given an instantaneous 
SNR, the FSMC state can indicate the appropriate 
rate (MCS scheme) to use. Last, we assume that the 
channel is stationary, which means that the state 
probabilities do not change through time or change 
slowly (i.e., the channel is quasi-stationary). Hence, 
the transition probabilities are not time-dependent. 
Due to the above assumptions and since we would 
like the implementation to be simple without the 
need for adjustments of the FSMC for some optimi-
zation criteria, such as maximizing system capacity, 
we use the following sampled based approximation.

Let Ts denote the symbol time, which means that 
the instantaneous SNR is measured for each sym-
bol. Also, let Ns(T) = T/Ts denote the number of 
samples measured during a time interval T. Last, 
let ( )k

sN T  denote the number of SNR measure-
ments   [rk, rk + 1) during the measured interval T. 
Than the probability of state k is approximated by 

( )
( )
( )

.
k
s

k
s

N T
T

N T
 »                        (12)

Nij(T) denotes the number of transitions from 
state i to state j during the measured interval T. 
Then we can define:
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We note that as mentioned above, we limit 
the state transitions to adjacent states only, hence 
in the numerator of (13) j = k + 1 or j = k – 1. An ad-
ditional argument, which is of interest, is the aver-
age return time to a state, since leaving that state. 
This problem is known as hitting time in general 
Markov chains theory [33]. Assume a given Markov 
chain with a finite state space S = {Sm|m  0} and 
a transition probability matrix P. For a subset A SÍ  
the random variable Ti(A) = min{j  0|S0 = i, Sj  A}  
denotes the first hitting time of a state in A, start-
ing from some initial state Si  S. It is easy to see 
that the expected hitting time can be determined by 
solving the system:
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where Ei(·) is the expectation conditioned on S0 = i. 
This means that in a general system with K states, 
by setting A = S0 we will have to solve a system of K 
equations. In [33], some bounds on the hitting times 
are presented, but these are not practical for our 
purposes. Let us assume that A = {Sk} and a bound 

on Ei(T(A))  , that is, we are only interested in the 
cases where the expected hitting time of state Sk is 
lower than . In addition, let us assume a Markov 
chain in which a transition is allowed only between 
two adjacent states. Under these assumptions, (14) 
can be modified to


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,

,

i j j k
j j ki k
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- £
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          (15)

meaning that we need only to examine states with 
distance limit from state Sk. If the initial state Si 
will always be either Sk+1 or Sk–1, we can see that (15) 
will require to solve { } 2min / ,m kê ú -ë û  equations for 
the case of starting point Sk+1, and { } 2min / ,kê úë û  
equations for the case of starting point Sk–1.

Conclusions

This paper discusses the mapping overhead 
problem in IEEE 802.16 OFDMA-based systems in 
the presence of mobile users. We present the prob-
lem of mapping overhead for VoIP sessions and show 
that it needs to be solved for practical systems such 
that the advantages of the OFDMA technology can 
be applied in future broadband wireless communi-
cation systems, both fixed and mobile. We are us-
ing the notion of “semi-fixed allocations” (which is 
similar to the persistent allocation) that enables the 
BS to discard IEs from the UL-MAP, thus reducing 
mapping overhead. Mobile users are mainly char-
acterized by frequent MCS changes due to changes 
in channel states during the VoIP call. We provided 
a channel tracking and prediction model by employ-
ing the FSMC model and simple approximations of 
state probability and state transition probability. 
Therefore decision taken for a specific user needs to 
be adapted to changes in channel state. This devel-
opment is a required building block towards a cross-
layer oriented solution, which tracks the channel 
state in order to predict the expected cost of channel 
change on the overall system cost. One of the main 
observations is that in some cases, the BS should 
under-react to changes in channel conditions since it 
is more rewarding from a system-wise perspective. 
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