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Introduction: An important aspect of cryptographic telecommunication systems is the encryption key control problem. The most
complicated stages in its solution are the safe generation of the keys, their distribution, and their delivery to legitimate subscribers
via protected communication channels, which is fairly expensive, sometimes slow and not always possible. As an alternative, the
keys can be generated by transferring information via telecommunication channels, being possibly exposed to a violator. The known
estimations of information efficiency look like a solution of sophisticated information theory problems for certain ways of open key
coordination between two legitimate subscribers. Efficiency estimations for the conditions of network key generation are not known.
Purpose: A strictly conclusive search for potential estimates of information efficiency of open network key generation. Results:
Within the formulated statement of the problem, we have proposed a violator model and a network channel connectivity model
which is a combination of a broadcast channel connecting three legitimate subscribers and an intercept channel at the output of
which the violator controls the transferred information. The information exchange is based on the proposed models of a random
coder and deterministic decoder with a specially developed asymptotic method of key generation. In order to assess the process,
we introduce a system of quality indicators and requirements which differs from the known ones by its definition of “information”
speed of network key generation. We also introduce a term of key network capacity which determines the asymptotic information
efficiency of the key generation. We have formulated and rigorously proved a theorem about key capacity. The boundary values
have been substantiated. Practical relevance: The obtained results develop the known scientific achievements in the field of
open key coordination theory and can be used by specialists in the design and development of key control subsystems in modern
cryptographic information security systems which provide closed network information exchange.
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Introduction

When ensuring information security of telecom-
munication systems which use cryptographic meth-
ods to protect information, it is most important to
find an effective solution for the problem of forming,
distributing and delivering keys to the subscribers.
At the moment, this problem is solved by using pro-
tected communication channels, which is expensive,
slow and not always possible. Therefore, it is of great
practical interest to develop methods for generating
these keys with open telecommunication channels.
In these circumstances, we need to estimate the in-
formation efficiency of generating keys via open
communication channels in order to optimize the
secret key agreement by public discussion methods
which are now under development. The obtained re-
sults develop the known scientific achievements in
the network key sharing by public discussion [1-5].

Statement of the problem

We have to evaluate the information efficien-
cy of generating a common key for legitimate sub-

scribers (LS) of a communication network, called
A, B and C, while exchanging data between them
via channels available for a violator E. We need to
ensure that a network key is promptly and reliably
generated for the LS and the information about this
key has a low level for E.

Let us consider the following generalized de-
scription of information transfer via the network
[6, 7]. The LS A has a transmitter (coder). Two
other LS B and C, and the violator E have three
independently functioning receivers (decoders)
whose inputs are fed with output signals of various
channels. The transmitter gets messages g from a
source G1 which LS A should simultaneously pass
to the receivers 1, 2 and 3 (i. e. to the LS B and C,
and the violator E). The channel connectivity model
(CCM) of the network is shown in Fig.

Let the source G1 be described by a model of a
discrete stationary source without memory [8-10].
The alphabet of the source is specified by a set G,
consisting of ¢ letters G ={g1, ..., g}. In every time
unit, it independently chooses the ith letter from
the alphabet with a preset probability p(g;) [11], be-
ing specified by the assembly {G, p(g)} [11]. Let the
source generate a message g, which is a sequence of
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kletters, and g € G*, where G* is a Cartesian &t de-
gree of the set G. The total number of the sequences
from the source M is

M, =tk 1)

Generation probability g is equal to
) =TT (2
p(@)-11r(e") @)
i=1

where g is the it? element of the sequence g.
Information parameter of the source is the en-
tropy [8—10] which is equal to

Hg = H(G), (©))

where H(G) is the entropy of the assembly G.

Let us assume that all the communication chan-
nels in the CCM are described by models of discrete
symmetric communication channels without memo-
ry (DSC) [10—12]. The complex of two channels with
a common input (at the output of the coder LS A) and
outputs (at the inputs of receivers 1 and 2 which are
LS B and C respectively) can be described by a mod-
el of a broadcast channel (BC) [13—15] which binds
the three LS in a framework of a loose network with
the smallest number of subscribers [7, 8]. Signal
transmission is determined by two channels with
an input alphabet X, output alphabets Y and M, and
matrices of transition probabilities P; = {p(y/x)},
Py,={p(m/x)}, x € X,y € Y, m € M. Alphabets X, Y
and M are finite. Let us denote the BC as {X, Y, M;

p(y/x), p(m/x)}; the channels {X, Y; p(y/x)} and {X,
M; p(m/x)} are components of the BC [13]. The DSC
from the coder output of LS A to the input of the
receiver 3 of violator E will be called an intercept
channel (IC). Signal transmission via the IC {X, Z;
p(z/x)} is determined by the input alphabet X, out-
put alphabet Z and a matrix of transition probabil-
ities Py = {p(z/x)}, x € X, z € Z. The components of
the BC and IC are independent channels:

p(y, m, z/x) = p(y/x) p(m/x) p(z/x).

Let us assume that the alphabets of G1, BC and
IC coincide, and |G| = |X| = Y| = |[M| =|Z| = ¢.

Models of random coder
and deterministic decoder

Let us build a random coder and a deterministic
decoder which determine the asymptotic transmis-
sion of information for generating a network key in
the model shown in Fig. Let a large n be specified.
We need to build up a code (some approaches are dis-
cussed in [9, 16—18]) with which information will be
transferred via the BC. We will consider only such
codes for which the coder is an identity mapping on
a set of code words. In this case, codes will be de-
fined by sets of code words and decoding mappings,
not by coders and decoders as it was in [9]. For in-
formation transmission, let us use a random coder.
Out of a set X, we will choose a set of code words V;
this set is a highly probable set of typical sequences
[9, 11]. For building up V, the test channel method
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can be used, discussed in details in [9]. Let the car-
dinality J of the set V" be no more than

J = |V| < zn(F(X; Y; M)—r),

where F(X; Y; M) is the average joint information
(JI) of the BC defined in [19, 20], and 7 is a certain
positive number (t > 0).

A set of code words V specifies a certain (n, &)
code on X" with the speed

R <FX;Y; M)—r. )

In accordance with the direct BC coding theorem
[6] for the (7, &) code we provide an average proba-
bility of erroneous decoding no more than g;, &, > 0.
Let us split V into M, disjoint subsets C; of the same
cardinality. The cardinality D of any i** subset C,,
wherei =1, 2, ..., M, isequal to D =J / M,,.

In accordance with the theorem of highly proba-
ble sets [9, 11], when n is large, probabilities of ele-
ments V are close to each other (i. e. the distribution
of probabilities on the elements of the set V' is close
to uniform) and P(V) is the total probability of all
elements of the set V (the probability of (, ;) code)
is close to 1, i. e. for an arbitrarily small p > 0

PV)>1-p. (®)

Then the probabilities of the elements C; are
also close to each other. The expression (5) means
that for any sequence x,x X", with probability
p(XxeC;)>f, we can find C; to which x belongs.
For each i*" sequence g; of the source G1, a certain
C, is chosen. Let us consider random coding. Let
g; appear at the output of G1. The coder chooses
C,. Then randomly, with probability 1/D, it choos-
es from the sequences C; a code word and sends it
to the input of the BC (and the IC). Such coding by
(n, &) code determines the probability distribution

on X"

%p(,?i), nnsseex X € C;, raei=1, ..., My

p (E) = My
0, 715 BCEX OCTAJNBHBIX X & U C;. (6)
i=1

The next statement (proved in [6]) determines
that JI does not grow when a G1 sequence is trans-
ferred by a code word as long as n characters with
the use of random coding, as compared to the JI of
the BC F(X™; Y*; M™).

Statement 1. Let F(X™; Y"; M™) be defined for (6)
and F(G*; Y*; M™) be the average JI between the G1
output and the outputs of the BC. Then

F(G" Y M™) < F(X™; Y M™), (7

where G* is Cartesian k' degree of the set, and the
equality in (7) is satisfied if C; consists of just one
code word.

Let us discuss the deterministic decoder model
[6] and find the probability of correct decoding. LS
B and C choose C; as solving areas corresponding
to g;, and S c Y", @ < M", where i =1, ..., M. For
each code word u; =1, ..., M, let us define a joint
solving area L which would unite the solving are-
as St c Y, @ < M". Let J1 be a joint assemble of
solutions which is a result of mapping of the as-
semble Y M™ onto a set of solutions. Each couple of
sequences (7, m)eY"M" determines the solution
j € J1 according to the following rule:

jl;, eciu (y, )eLl, i=1, ..., My,

1=
a5 ecm (g, m U L;. 8)

In [6] it is proved that after transmitting a G1
sequence by a code word of n characters with ran-
dom coding and decoding by the rule (8), the uncer-
tainty of the source with known outputs of the BC
HF(G*/Y", M™) does not exceed the uncertainty of
the BC HF(X"/Y", M™) specified in [6].

After transmitting a code word with probability
distribution (6) and decoding by the rule (8), the full
group of events is defined as

Pr{( A@L]+Pr[ g, m ULJ

i=1

where Pr[ U L; J is the probability of
making a decision ]MO +1 (probability of giving up
the decoding) by rule (8) or the probability of com-
bination (¥, m)eY"M", which both stay “outside
the (n, g;) code”. Then, according to (5)

Pr[(y, ﬁ)é@Li]<l—(1—p)2.

M
For Pr[(y, m)e U L,-] , “inside the (n, &) code”,
i=1
according to (8), let us write

[ U L } P,;+P,.q, (10)

where P,;, P,; are the probabilities of correct and
erroneous decoding of the (n, &) code respectively,
while P,; < g;. Then the sought probability

P,y>(1-p2)—g. (11)
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The model of a violator. Asymptotic method
of forming a network key

The IC output for the violator E, if a G1 sequence
is chosen and a random coder is used, is a random
choice of a G1 message and uniform distribution
of the input sequence at the IC input. It is assumed
that the violator uses a passive strategy, observing
the information exchange between the LS at the IC
output. Other cases are discussed in [21-24]. It is as-
sumed that E knows full descriptions of LS actions
in forming a key, the (7, &) code and the source G1.
The violator’s ignorance degree can be measured by
the uncertainty rate o [25]

o = HG" | Z). (12)

Here is a general description of the key genera-
tion method for a large n:

1.The LS A, using G1, randomly chooses
g, 8 eGk, wherei =1, ..., M,,.

2. The LS A, using random coding, associates

g, 8 € G*, with a code word ¥, X<V of n charac-

tersé. The LS A transmits x, x €V via the BC (and
the IC), LS B, C (and E).

4. The LS B receives a sequence 7, y € Y" at the
output of the first component BC. The LS C receives
m, meM" at the output of the second component
channel (the violator E receives z, Z € Z" at the IC
output).

5. The LS B, with a probability higher than 1 —p,
according to the decoding rule which states that the
receiver 1 makes a decision about the transferred
code word, does the following: if yeS;, where
i=1, .., My, it makes a decision about the message
g; and gets g, g' € G, it y ¢US;, the decision is to
give up the decoding. The LS C, with a probability
higher than 1 — p, according to the decoding rule
which states that the receiver 2 makes a decision
about the transferred code word, does the follow-
ing: if meQ);, wherei =1, ..., M, it makes a deci-
sion about the message g; and gets g", g" eGk, if
m ¢UQ; (with a probability lower than p), the deci-
sion is to give up the decoding.

6. With a probability higher than (1 — p)?, se-
quences g', g", g are chosen as a key for the LS B, C
and A respectively.

The system of quality score
and requirements to a key

The main quality indicators of a generated key
can be reduced to reliable transmission of a large
number of bits of a “good” key and a small leakage
of information to the violator E. The term “good”
means that the quality indicators of a key fit cer-

tain requirements adequate to the conditions of its
generation and usage. The expression (9) shows that
with a certain non-zero probability the keys may be
not generated altogether. Furthermore, the keys
(see expression (10)) may not coincide. Let us take
into account all the cases in our estimation of prob-
ability P,. Apparently, P, is an addition to the cor-
rect decoding probability P,; defined in (11). Then

P.=1-P,<1-(1-p)2+g.

As the next indicator, it would be expedient to
choose the speed I, with which the violator receives
information about the key [25], i. e. the average
amount of mutual information [9, 10, 12] between
the assemblies of the source G* and sequences at the
IC output Z", assigned to the length n of a code word
(CW) I, = I (G*; Z™)/n.

The third indicator is the quality of the generat-
ed key Q treated as closeness of its probability dis-
tribution to the uniform distribution of the proba-
bilities of the key characters[11, 25]

Q=k(log,t — H) /n, (13)

where k& is the length of G1 messages, t is the volume
of G1 alphabet, H, is the entropy of G1 from (3).

Let us introduce the “information” speed of key
generation.

Definition 1. A number Hj is called speed of BC
key generation if for a sufficiently large n and ar-
bitrarily small g5 > 0, €5 > 0, g, > 0 m g5 > 0, when
the asymptotic method of key generation is used, a
key is generated which meets the following require-
ments:

P, < gy (14)
I, < &g (15)
Q < gy (16)
H; < (H(G?) - &5)/n. an

The introduced indicator determines the amount
of information about the key generated, which in-
cludes one channel character of a code word trans-
ferred via the BC. From [8-10, 12] it is known that
the code speed is equal to

R = (logM)/n, (18)

where M is the code volume, and n is the code length.

It follows from definition 1 that Hy is the “infor-
mation” speed of the key generation, and from (18)
it follows that R is the “information” speed of the
transmission. Analysis of the asymptotic method of
key generation shows that in the discussed method,
a key is also transferred with random coding. The
code speed in (18) is the maximum amount of infor-
mation which can be transferred in a single chan-
nel character. Analysis of (17) and (18) shows that
the maximum achievable Hg does not exceed R, i. e.
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H3 < R, and H3 = R, provided that the violator’s IC
is “cut”. We have to find the maximum Hjy, as it de-
termines the information efficiency of open gener-
ation of a network key, which will be represented as
the key capacity. Therefore, we have to specify the
bounds of R as a (n, &) code parameter for any ¢ > 0
within

‘llogz (Mo)—R <§g, (19)
n

where M, is the volume of the set of G1 messages.

Then the research goal is reduced to finding the
maximum achievable value of Hs with a maximum
possible R.

Key capacity theorem

In order to prove the theorem, let us prove the
following statement:

Statement 2. Let I (X*; Z") be an average mutu-
al information between the input and output of an
IC by distribution (6), and let I (G*; Z") be an aver-
age mutual information between the output of the
source G1 and output of the IC obtained with the
use of a random coder. Then

I(X*k; Zm) > I (GR; Z™) (20)
and
HX" /Z">H (G* / ZM). (21)
The equality in (20) and (21) is achieved if each
subset C; of a random coder, where i =1, 2, ..., M
consists of just one code word.
Proof

Let us consider mutual information I (X", G*);
zZ"):
I(X", Ghy; 27 = I(X™, Z7) + I(GY; 2" | X*) =
=I(GF; Z™ + I(X™; Z™ | GP).

Taking into account that the output of the IC is
determined only by its input, we have H (Z" / G*,
X") = H(Z"/ X"), and hence I (G*; Z" / X") = 0. Then

X", Z7) = G 20 + I(X™ 2 ) GF). (22)

The expression (22) proves that the inequality
(20) is true.

The analysis of the joint probability distribution
law at G1 output in (2) and at the BC input in (6)
shows that

H(X", GF) = H(X") + H (G* / X") =
= H(G") + H(X" / G").

Taking into account (6), the BC input can
uniquely determine the source output, then H (G* /
X™ = 0. Therefore, we can write

H(X™ =H (G" + HX" /GF) > HG". (23)

The equality sign in (23) is achieved if each C;
consists of just one code word. Let us unwind (22).

H(X")— H (X" / Z") = H(G") — H(G" | Z") +
+ H(X" ) G* - H(X" ) Z", G").
Taking into account (23), we have
H(G*/Z" =H (X" Z") - H (X" | Z", G).

The last expression proves that the inequality
(21) is true. The statement is proved.

Definition 2. The key capacity Cg of a BC is the
maximum achievable Hz with which a key is gener-
ated meeting the requirements (14) — (17) for arbi-
trarily small &5 > 0, &3 > 0, &, > 0 and g5 > O:

C3; =max Hj.

Theorem. Let, in the above-described channel
connectivity conditions, the subscribers of a con-
nection network (BC) use the asymptotic method of
key generation with uniform distribution of char-
acter probabilities at G1 output, a random coder of
(1, &) code for transmission and a deterministic de-
coder for reception in order to generate a network
key. Let the violator follow a passive strategy of in-
formation intercept. Let the value of BC capacity C
exceed the value of IC capacity C,,. Then

C;=C-C,, (24)

where C is the capacity of the BC[8, 9, 15], and C,, is
the capacity of the IC

L
Cy =logsL+ ) pjlogyp;,
=1

where L is the volume of the IC output alphabet,
P1» -, Dy, are the elements in the first line of the
transient probability matrix of the IC [9].

Proof

In accordance with the definition of BC uncer-
tainty HF(X™ / Y", M") from [6], using Fano’s ine-
quality [9, 12], let us write:

HF(X"™ /YY", M™ < h(}) + X log(M,),
where A is the average probability of a BC decoding

error [6]. Then for any y, x > 0, depending on g;, we
can write
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HF(X™/Y", M") /n < y. (25)

Let us find out how Hj is interconnected with
the violator’s uncertainty speed o from (12) when
the requirements (14) — (17) are met, for arbitrarily
small g5 > 0, g5 > 0, g, > 0 and &5 > 0. Add up the
left and right parts of the inequalities which deter-
mine the demands to the key (15) and (17), move I
to the right-hand side, represent the latter as aver-
age mutual information [8, 9, 12] and finally get

Hy <H(GF/ZY/n +e5—¢;. (26)

Now, taking into account the expression (21) and
statement 1, we can rewrite (26) as

Hy <H(X"/Z")/n +¢;—¢s. (27)

If we add up the left and right parts of the ine-
qualities (25) and (27) and move HF(X" / Y", M) / n
to the right-hand side, we will get

Hy < H(X"/ 2% ) n— HF(X" | Y", M") /
n+eg—e5+ Y (28)

Adding and subtracting H (X") / n in the right-
hand side of (28), according to the definitions of JI
and mutual information from [9, 22], will give us
the following:

Hy < F(X"; Y"; M) / n— I (X" Z") /

Using the results of the theorems about BC in-
formation capacity [6] and DSC information capaci-
ty [9], we can rewrite (29) as

Hz<max F(X;Y; M)- max
{p(x)} {p(2)}

I(X; Z)+eg3 —¢e5+7. (30)

Results of the theorems about average JI max-
imization [19, 20] and average mutual informa-
tion maximization [9] {m(a:)(} F(X;Y; M) and

plx

{m(a))(} I(X; Z) can be achieved with independent
p(x

and uniform distribution of BC and IC input char-
acter probabilities. For (7, &) code speed defined in
(4), the following is true:

R<max F(X;Y;M)-t. 31)
{p(x)}

Let a sufficiently large n (n — «) be chosen.
Then, according to the theorem of highly probable
sets [9, 11], the probability of (n, &) code P(V) will
tend to 1, and p — 0. Then at the input of the BC

(and IC), uniformly distributed (with nearly equal
probability) code words will appear. Due to this, the
distribution of BC and IC input character probabili-
ties is very close to uniform. The results of the the-
orem about average JI maximization and the direct
theorem of BC coding [6] allow us to rewrite (31)
(note that t —» 0 when n — «):

R<C. (32)

This means that (n, &) code speed can be max-
imized as closely to the BC capacity value as we
want, but will never exceed it. Consequently,
R — max. Then it follows from the direct theorem
of BC coding [6] that &, — 0, too. Now from p — 0 it
follows that ¢ — 0, too. Then the fulfillment of re-
quirement (14) determines that P, — 0. In this con-
ditions, HF(X" / Y", M"™) — 0. From the inequality
(25), we can see that y — 0, too. Using the results
of the theorems about information capacity and the
direct theorem of DSC coding [9] with uniform dis-
tribution of code words at the IC input

1(X; Z)=C,, 33
ey 162 @

Let us assume that C > C,. When n — o, we
can find a code whose value R will satisfy the ine-
quality

c,<R<C. (34)

Using the results of the information capacity
theorem and the converse theorem about DSC cod-
ing from [9] for the left-hand side of (34), i. e. the
condition C,, < R, we can claim that the average
probability of erroneous decoding in the IC will
be higher than a certain preset positive number.
Consequently, I (X™; Z") — 0. Then, taking into ac-
count (20) the statement 2, we can say that

I(G*; Z7) — 0. (35)

From the analysis (35), we can conclude that
g3 — 0 in the requirement (15). Let us estimate how
close the key assembly distribution is to uniform
probability distribution using the parameter Q2 de-
fined in the requirement (16). If n — oo, then, ac-
cording to the definition of R in (4) and the restric-
tion (34), k (the length measured in characters of
the generated sequence g of the source G1) will also
grow, i. e. k — oo. Let a random probability distribu-
tion be specified at the source output. According to
the highly probable set theorem [9], when & — «, a
sequence at the G1 output is split into a highly prob-
able subset of typical sequences U and a subset of
non-typical sequences U. The probabilities of ele-
ments U are close to each other, and P(U), the to-
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tal probability of the elements U, will be close to 1.
Taking this into account, we can write

log,(M,) > H(G"), (36)

where M, is the volume of the set of G1 sequences
defined in (1), and H(G*) is the entropy of its
assembly. The equality sign in (36) is achieved
when the probability distribution of the messages
at the source output is uniform. For that, the
discrete stationary memoryless source G1 must
have a uniform distribution law for the character
probabilities in its messages [8, 9, 11]. Therefore,
let us choose this distribution law at G1 output. In
this case, 2 — 0 in (13), and hence g — 0 in the
requirement (16). Taking into account the above-
mentioned conditions and considering the joint
functioning of the source and a random coder, we
can see that when n — oo, the highly probable subset
of G1 output sequences expands to a highly probable
subset of code words at the output of a random coder
of (n, &) code (this takes place at the input of BC
and IC). Further analysis of using the asymptotic
method of key generation shows that the method
can be reduced to transferring coded sequences via
the BC so that the violator who can observe only the
output of his/her IC (and who knows the code in use)
cannot restore a message you send. Analysis of (36)
shows that when n — o, the speed R of (n, ;) code will
tend to its maximum in (18) and hence € — 0 in (19).
Since the information about a “higher quality” key is
transferred via the BC, H; will tend to the maximum
R and, consequently, in the requirement (17) g5 — 0.
Furthermore, taking into account the definition 2
and inequality (30), let us write

Cs ={m(a>)<} [F(X, Y; M)-I1(X; Z):|+83 g5+ (87)
p(x

Under the condition described above, the key
requirement parameters (14) — (17) g5 > 0, €5 = 0,
g4 = 0,e5 > 0, and y — 01in (25). Then, taking into
account the fulfillment of (31) — (33), we can rewrite
(87) as

C;=C-C,. (38)
Expression (38) coincides with expression (24)

from the statement of the theorem. Thus the theo-
rem is proved.

Estimating the boundary values
of the key capacity

If C <C,, then C3 =0. Consequently, the lower
boundary of Cy

0 < Cj.

In order to find the upper boundary of Cs, let us use
the following statement whose proof is given in [6].
Statement 3. C5 is bounded above

C;<max F(X;Y; M /Z),

where the equality sign is set in the case of
statistical independence of the assembly X at the
input and assembly Z at the output of the IC (the IC
is “cut” [7, 10, 12]).

Conclusion

The work contains new scientific results about
open generation of keys for acommunication network
which includes three subscribers of connected BCs.
‘We propose models of a random coder, deterministic
decoder, asymptotic generation method and a system
of quality indicators and requirements to a network
key. We introduce a term of key capacity of a BC. We
have formulated and proved a theorem about the key
capacity of a BC, which provides the ways to estimate
the asymptotic information efficiency of the studied
process. We also have shown its boundary values.

The problems for further research should be as-
sessing the key capacity for information exchange
within a binary BC, search for regularities which de-
termine the ways of forming a “good” key, and estab-
lishing integral links with earlier scientific results in
the filed of secret key agreement by public discussion.
On the base of the latter, a comprehensive compara-
tive analysis should be performed, with the develop-
ment of a methodology for estimating the gain of the
proposed key generation method. Another goal could
be determining the conditions and developing new
methods for providing higher key capacity of a BC.

The obtained results can be helpful for the spe-
cialists in the design and optimization of key con-
trol subsystems in modern cryptographic informa-
tion security systems which provide uninterrupted
closed network information exchange.
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\ KOANPOBAHVIE I NEPEAAYA UHOOPMALMA N\

JIEHWE U JOCTaBKA KJIOUel 3aKOHHBIM KOPPECIIOHIEHTAM C MCIOJb30BaHUEM 3AIUINEHHBIX KAHAJIOB CBA3U, YTO JOCTATOUHO JOPOTO, HE
BCer/ia OTIePATUBHO M BO3MOXKHO. AJIbTEPHATHUBOM BBICTYIIAIOT CIIOCOOBI (hOPMUPOBAHUA KJIIOUEl IIOCPeCTBOM Iiepefayun NH(POPMAIAY 110
KaHaJlaM 3JIEKTPOCBS3U, KOTOPasi, BO3MOKHO, CTAHOBUTCSA M3BECTHOM HAPYIIUTEN0. IIOMCK M3BECTHBIX OLEHOK MHMOPMAIIMOHHOMN 3(-
(PeKTUBHOCTY AJI HEKOTOPHIX CIIOCOOOB OTKPBITOT'O KJIIOUEBOT'O COTJIACOBAHUS ABYX 3aKOHHBIX KOPPECIIOHIEHTOB IPEICTABJIS PEIIeHne
CJIOJKHBIX TEOPETUKO-UH(MOPMAIMOHHBIX 3a/a4y. Pe3yabTaTsl jKe pelleHus IToA00HbIX 3a7au IJIsA 60Jee CIO0KHBIX YCIOBUI, CBA3AHHBIX C
BBeJleHEeM TPeTher'o KOPPECHIOHAeHTa U OTKPHITHIM (hPOpPMUPOBaHUEM TellePh yiKe CeTeBOTo KJIoua, 10 HaCTOAIIeTo BpeMeH! He 3BeCTHHI.
Ilesnp uccaemOBAHUSM: CTPOTO JOKA3aTEJIbHBIM MOUCK MOTEHI[MAJIBHBIX OIEHOK MHMDOPMAIUOHHON 3((HEKTUBHOCTY OTKPBITOI'O CETEBOTO
dbopmupoBanusa Kimpoueii. Pe3yabpTaTsl: Ipou3BeieHa ITOCTAHOBKA 3a/a4yl OLEHKU MH(DOPMAIMOHHON 3(DGEKTUBHOCTH OTKPBITOTO KJIIO-
YEBOI'0 COTJIACOBAHUS CETU U OIIPeesIeHbl YCIOBUs, 00eceuynBaliollne ee pelienrie. B paMKax IepBOro pesyJbTaTa MPeJJIOKeHbl MO/e-
JIVL HAPYIIUTEJSI U CEeTeBOM KaHAJIBHOM CBASHOCTH TPEX 3aKOHHBIX KOPPECIOHAEHTOB. Il0oC/Ie[HAA MO/Eb IPECTABISIET COBOKYIIHOCTE
IIMPOKOBEIaTeJHbHOIO KaHala, CBA3BIBAOIIEr0 KOPPECIIOHAEHTOB, U KaHala IepexBara Hapyunreas. OoMeH nudopmanueir OCHOBaH Ha
PeIJIOKEHHBIX MOJEJsIX CHYyJYaillHOTO KoJepa U AeTePMUHUPOBAHHOTO AeKojepa IOCPeACTBOM paspabOTaHHOrO0 aCUMIITOTHYECKOTO Me-
Toma (POPMUPOBAHUA KJOUa. B Ieasax HOoCTUIKeHUS BTOPOTO pe3yJsbTaTa IpeacTaB/ieHa cUCTeMa IoKasaTesell KauecTBa U TpeOOBaHUIA,
OTJIMYAIOIAsICA OT MBBECTHBIX OIIPeieJIeHNEM « MH(DOPMAIIMOHHOM» CKOPOCTU (GOPMUPOBAHUS CETEBOTO KJII0Ya. BBe/IeH TEPMUH KJII0YEBOMK
IPOIIYCKHOI CIIOCOOHOCTHU CETHU, OIPEAEJIAIONNN aCUMITOTUUYECKY0 NHGOPMAIMOHHYI0 3(h(eKTUBHOCTH (DOpMUPOBaHUA KJoua. IIpexn-
CTaBJIEHHBIE CTPOTOE JO0KAa3aTeJIbCTBO TEOPEMBI O KJIIOUEBOU MPOIIYCKHOI CIIOCOOHOCTH 1 000CHOBAaHNE €€ 'PAHNYHBIX 3HAUEHU N OITPeesI-
10T GOpMUPOBaHME OKOHYATEIbHBIX YCIOBUIl, 00€CIIeUNBAIOIIUX PEIIeHNEe TeOPEeTUKO-NH(POPMAIMOHHO 3aKaun OIleHKY 3(h(EeK TUBHOCTH
OTKPBITOr0 (DOPMUPOBAHUSA CETEBOI0 KJII0UA.

KuroueBsie c10Ba — CeTh CBA3Y, 3aKOHHBIE KOPPECIIOHIEHTHI, HAPYIIIUTEIb, CEeTeBOM KJII0U, IINPOKOBEIATEIbHBIN KaHAJ CBA3U, Ka-
HaJI IepexBaTa, CJIyUYalHbIM KOJiep U JeTePMUHUPOBAaHHBIN IeKOeD, COBMecTHAA NH(DOPMAIINA, aCUMITOTUYECKUI MeTo (hOPMUPOBAHUSA
CeTeBOro KJoua, I0KasaTeli KauecTBa U TPeOOBAHNS K CeTeBOMY KJII0UY, CKOPOCTh (hOPMUPOBAHUS CETEBOTO KJII0Ua, TeOpeMa O KJII0UeBOMi
IPOIIYCKHOI CIIOCOOHOCTH CETH CBA3W MUHUMAJIBHOTO 00'beMa, OlleHKAa KJIIOUEeBOU IIPOIIYCKHOI CIIOCOOHOCTH.

IIntuporanme: Cuniok A. ., OctpoymoB O. A. Teopema 0 KJIOUEBOH IIPOIYCKHOI CIIOCOOHOCTH ceTU CBA3U. UH@OOPMAYUOHHO-
ynpasasiouwue cucmemvt, 2018, Ne 5, ¢. 79-87. doi:10.31799/1684-8853-2018-5-79-87

Citation: Sinjuk A. D., Ostroumov O. A. Theorem about key capacity of a communication network. Informatsionno-upravliaiushchie
sistemy [Information and Control Systems], 2018, no. 5, pp. 79—87. d0i:10.31799/1684-8853-2018-5-79-87

NAMATKA AN ABTOPOB

ITocmynawuiue 6 pedakyuio cmamsvu nPoxooam 0643ameabHoe peueH3uposanue.

IIpy HaIVYMY MTOJIOKUTEILHON PEIeH3UY CTATh:A PACCMATPUBAETCA PEJAaKIINOHHON KOJIJIeTHe.
IIpunaTasa B meyaThb CTaThA HAIIPABJIAETCA aBTOPY AJIS COTJIACOBAHUSA PEJaKTOPCKUX IpaBoK. I1o-
cJie COTJIACOBAHUSA aBTOP NIPEACTABIIAET B PEJAaKIIUI0 OKOHYATEJIbHBIN BADUAHT TEKCTA CTATHU.

IIpomeypsl cOryiacOBaHUSA TEKCTA CTATHU MOT'YT OCYIIECTBIATHCA KaK HEIIOCPECTBEHHO B pe-
OAKIIUM, Tak 1 1o e-mail (ius.spb@gmail.com).

IIpy OTKJIOHEHUU CTaThY PENAKIIUSA IIPEICTABIIAET aBTOPY MOTUBUPOBAHHOE 3aKJIIOUEeHUE U pe-
LEH3UI0, IIPU HeOOXOJUMOCTH JOPA6OTATh CTATHIO — pelleH3nIo. PyKonucy He BO3BPAIIAIOTCA.

Pedaryus HypHaia HANOMUHAEN, LTNO OMEEMCMEEHHOCTb
3a 00CcmMosepHOCMb U MOYHOCMb PEKLAMHbLY MAMEPUALO8 HeCYNm PeKLamodamenu.
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